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It is widely argued that the power of human cognition rests heavily on the principle of compositionality, or the ability to build indefinitely complex mental structures from the organized combination of simple parts (e.g., refs. 1-3). In this article, we link this idea of compositionality to the psychometric concept of fluid intelligence. In psychometrics, fluid intelligence is conventionally measured with tests of novel problem-solving, such as Raven's Progressive Matrices (4) or Cattell's Culture Fair (5). Such tests derive their importance from broad correlations with cognitive success across many different kinds of tasks and settings. Here we argue that the core ingredient is closely related to the cognitive principle of compositionality.

There have been several influential proposals concerning core cognitive factors in fluid intelligence. One popular hypothesis suggests that fluid intelligence reflects the capacity of working memory (6), whereas in a second hypothesis, fluid intelligence reflects the speed of processing (7). Indeed, fluid intelligence tests show some positive correlation with working memory or speed tasks, as they do with almost any task in a cognitive battery (8). That said, it is complex, multipart tests that show the broadest pattern of strong positive correlations across many different tasks (8-10). In matrix tests, for example, the results of multiple cognitive steps must usually be combined to determine each item solution. In tests of this sort, it seems likely that complexity itself is critical (11, 12).

Consistent with this argument, several findings link fluid intelligence to "executive control" functions of the frontal lobe (e.g., refs. 8, 13-15), or a more distributed network comprising regions of lateral frontal, insular, dorsomedial frontal, and parietal cortex (11, 16). Performance of traditional fluid intelligence tests is associated with extensive activity within this network $(17,18)$, and sensitive to lesions affecting it (ref. 19; see also ref. 20). Recently, we have linked the function of this frontoparietal control network to the broad principle of cognitive compositionality. Early work in artificial intelligence established the importance of dividing complex problems into simpler, more manageable parts (e.g., ref. 21). A high-level goal, for example, is generally achieved by hierarchical division into a complex structure of subgoals, with successive focus
on each part of the problem in turn (e.g., ref. 22; see also, ref. 23). If this is not done, behavior can become unstructured and chaotic (24), resembling the chaotic behavior typical of frontal lobe patients (25), especially in complex, unstructured situations (see, e.g., refs. 26 and 27). Following this work, we have proposed that the core function of the distributed frontoparietal executive control system is one of cognitive segmentation, or dividing complex behavior into a series of separate, simpler parts $(11,28)$. Such segmentation implies using knowledge of a task domain to focus attention on useful task parts, producing a structured mental control program. Cognitive segmentation, we suggest, is required in any organized behavior, but is especially important in novel, multistep tasks such as Progressive Matrices, in which a new structure of attentional episodes must be discovered and created for each new problem.

With its emphasis on focused attention, our proposal has similarities to others that link low fluid intelligence to less focused or targeted cognition (14, 15, 29). Consistent with a core role of frontal cortex in creating attentional episodes, in the behaving monkey, lateral prefrontal cortex shows dynamic neural activity as a task progresses, with selective emphasis of information relevant to a current cognitive step (e.g., refs. 30-32) and radical reorganization of activity from one task step to the next $(33,34)$. In line with similar patterns of frontal and parietal activity shared by many different tasks $(35,36)$, these results suggest a highly adaptive neural medium, constantly reorganizing to foreground information relevant to current thought or behavior (11, 37).

In this article, we contrast a segmentation account of fluid intelligence with accounts focusing on working memory capacity and mental speed. To this end, we modify traditional matrix problems, aiming to make segmentation easy or difficult to achieve and, at the same time, eliminating any major role for other factors.

## Significance

Tests of fluid intelligence are important for their broad association with effective cognition and lifetime achievement. An enduring question concerns basic cognitive mechanisms measured in such tests. Fluid intelligence is usually measured with complex problem-solving tasks, and in such tests, we suggest that the core limit is one of cognitive segmentation, or managing complex activities by selective attention to separate, simpler parts. Here we modify traditional fluid intelligence problems to test this hypothesis and to minimize the roles of working memory capacity and mental speed. The findings suggest a cognitive interpretation for what it is that fluid intelligence tests measure, based on dynamic attentional control functions of frontal and parietal cortex.
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Fig. 1. Example matrix problem, traditional format. The task is to choose which of the response alternatives (Bottom) would correctly complete the matrix (Top).

An example of a matrix problem in typical format is shown in Fig. 1. In this problem, the task is to decide which of the four response alternatives at the bottom completes the matrix at the top. To determine the correct solution, it is necessary to take account of three varying stimulus features: whether the top part is outline or black, whether the left part is curved or angled, and whether the right part is straight or bowed. Only by considering all three features can the correct solution be determined, and reflecting the importance of complexity, if the problem has fewer varying features, it becomes progressively easier to solve (10).
In a problem like this, increasing the number of varying features has several consequences. First, each component feature must be identified and the correct value determined. Second, solutions to one part of the problem must be held in working memory whilst working on others. Third, the different parts of the solution must be integrated to allow a final choice among response alternatives. In their classic analysis of this problem, Carpenter et al. (10) give a central role to maintaining and integrating complex information in working memory. Integration is also important in some accounts of task complexity based on speed: Speed may be important in complex tasks because combining the results of different task operations requires that they all be available at the same time (7). Here, we wished to minimize load on integration, working memory, and speed. We modified the task such that the only significant requirement was to break the three-feature problem into appropriate one-feature parts; that is, to focus attention on one soluble part after another. We predicted, nevertheless, substantial difficulties in participants with low fluid intelligence, and that these difficulties would largely be removed by cues making appropriate segmentation easy to achieve. To further assess the role of speed, we used two task versions: one giving limited time for each problem, as in many traditional fluid intelligence tests, and the other with no time limit.

## Results

Our task modifications are illustrated in Fig. 2. As in the traditional problem in Fig. 1, each matrix used objects with three varying parts (Fig. 2A, combined format). Now, however, the participant was provided just with a single answer box, and was asked to draw the correct answer within this. There was thus no requirement to store one part of the answer in working memory while working on others, or to integrate the three parts into an overall mental image of the correct solution. Instead, participants could focus on each part of the matrix objects in turn, work out the correct solution for this part, and draw it immediately into the response box. Note that, in any novel problem, there is always ambiguity over how materials should be represented or described to break them into useful parts. By constructing matrix entries
from 3 clearly distinct parts, we attempted to make the appropriate segmentation as transparent as possible (e.g., Fig. 2, separation into left-side shape, right-side arrow, and vertical line; for full set of materials, see Fig. S1). Despite these changes to traditional task format, we predicted that substantial difficulties would remain for participants with low fluid intelligence. To confirm that cognitive segmentation was the critical difficulty, we also introduced a condition in which this process was made trivially easy. In this condition (separated format, Fig. 2B), separate matrices were presented for each object part. The task was otherwise unchanged; again, the participant had to focus on each part in turn and draw the solution for this part into the single response box, with a complete three-part answer finally built up as in the combined-format condition. Now, however, we predicted that errors would largely be eliminated.

To test these predictions, each participant was given the two conditions of our new matrix task, along with the Culture Fair measure of fluid intelligence (5). Each condition of the matrix task began with two practice trials, leading the participant through the process of focusing on and drawing one object part at a time. Practice was followed by 10 scored trials (Fig. S1). In Experiment 1, 40 participants received tests in traditional paper-and-pencil format, with a time limit of 30 s per problem. In Experiment 2, 21 new participants drew their answers instead on an electronic tablet, allowing detailed measurement of response timing. To further assess the importance of speed, participants in Experiment 2 were given unlimited time to complete each problem.

For Experiment 1, scatterplots relating proportion of correct answers in the matrix task to Culture Fair IQ are shown in Fig. $3 A$. For the combined-format problems, participants with low Culture Fair IQ showed very poor performance. With the separated format,
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Fig. 2. Current study: Example problem minimizing integration demand. (A) Combined format. The task was to draw the missing matrix item into the response box at the bottom. To facilitate drawing, for some items, a common core (shared by all figures in the matrix; here horizontal line) was provided within the response box. (B) Separated format.
in contrast, most items were solved correctly across the fluid intelligence range. Despite unlimited time to solve each problem, and some resulting improvement in performance, the result was replicated in Experiment 2 (Fig. 2B). The data were examined using the general linear model, predicting proportion of correct answers from Condition (combined or separated), Experiment, and IQ. The main effects of Condition $[F(1,57)=$ 26.8; $P<0.001]$ and IQ $[F(1,57)=14.9 ; P<0.001]$ were both highly significant, along with their interaction $[F(1,57)=12.0$; $P=0.001]$. Despite the trend for improved performance in Experiment 2, Experiment showed no significant main effect, $[F(1,57)=3.1 ; P=0.08]$ or interactions.

Combining data across experiments, proportion correct in the combined-format condition showed a partial correlation (Pearson's $r$, with effect of Experiment partialled out) of 0.52 with Culture Fair IQ, in line with very poor performance for the low-IQ participants. For the separated format, the few errors remaining also tended to be made by low-IQ participants $(r=0.33)$.
As the Culture Fair has 4 subtests (series, odd-one-out, matrices, topology), we were able to examine any possible influence of problem type. For the combined condition of our modified matrix task, partial correlations with Culture Fair subtests (removing the effect of Experiment) were 0.45 (series), 0.38 (odd-one-out), 0.35 (matrices), and 0.40 (topology), suggesting a broad link to fluid intelligence, rather than specific overlap with the Culture Fair's own matrix problems. We also compared our integrated matrices to the Culture Fair's own matrices in terms of correlation to remaining Culture Fair subtests (sum of series, odd-one-out, and topology.) Intriguingly, the partial correlation with remaining
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Fig. 3. Scatterplots relating matrix performance (proportion correct in combined- and separated-format) to Culture Fair IQ. (A) Experiment 1, 30-s limit per problem. (B) Experiment 2, unlimited time.
subtests was somewhat higher ( 0.53 ) for our modified problems than for the Culture Fair's own matrices (0.41).

Although practice trials already illustrated the procedure of focusing on one object part after another, we examined whether problem-solving in the integrated condition would be helped by prior experience of the separated condition, perhaps further reinforcing part-by-part attentional focus. Performance in the integrated condition, however, was independent of whether it was experienced first or second $[F(1,53)=0.2]$.

Additional insight into problem-solving failures was provided by a detailed analysis of drawing errors. In Experiment 1, for combined-format problems, pooling across participants and items, a total of 289 parts were not correctly drawn. In 149 cases ( $52 \%$ ), the participant drew the wrong one of the two alternative values given in the matrix (wrong-alternative errors). In addition, 83 cases ( $29 \%$ ) were omissions of a part, with a variety of other incorrect drawings making up the remaining 57 cases. For separatedformat problems, a total of 50 parts were not correctly drawn, with $42 \%$ wrong-alternative errors, $32 \%$ omissions, and the remainder miscellaneous. In Experiment 2, for combined-format problems, there were 67 wrong-alternative errors and 7 omissions ( $79 \%$ and $8 \%$, respectively) among the total of 85 cases in which a part was not correctly drawn. For separated-format problems, the total of 12 errors was made up of 8 wrong-alternative errors and 4 omissions. Although some errors in Experiment 1 likely reflected failure to complete the problem in the time available, the majority throughout were confusions between correct and incorrect solutions for a given object part.

In Experiment 2, we had access to drawing times for each stroke of the participant's solution. These data allowed us to confirm that, as expected, participants predominantly focused on one object part a time, with long pauses between drawing one part and the next. Time from problem presentation to first stroke was substantially longer for the combined-format condition (mean $=13.3 \mathrm{~s}$ ) than for the separated-feature condition [mean $=7.3 \mathrm{~s} ; t(15)=4.8] P<$ 0.001 ; data unavailable for 5 participants because of a procedural error]. Total time spent drawing (time from first to last stroke), in contrast, was similar in the two conditions [22.7 and 22.6 s , respectively; for combined- and separated-format; $t(20)<0.1]$. Excluding the few cases in which a single object part was not drawn as a whole before starting the next ( $10.1 \%$ and $2.8 \%$, respectively, for combined- and separated-format problems), mean times to draw a single object part were 3.1 and 2.6 s , respectively, for combined- and separated-format $[t(20)=1.6 ; P>0.05]$, with mean pauses between the end of one part and the start of the next of 7.1 and 7.6 s , respectively $[t(20)=0.8 ; P>0.05]$. The data show closely similar solution strategies in the two conditions, with each part of the solution drawn before moving on to consider the next.

## Discussion

Matrix problems are among the most widely used tests of "fluid intelligence." They are important because ability to solve these problems is broadly predictive of success in many kinds of cognitive activity. The critical cognitive ingredient of such problems remains uncertain. To address this question, we made a number of simple modifications to the traditional matrix format. Straightforward though they are, these modifications put major constraints on understanding what a matrix test measures.

In particular, we aimed to link fluid intelligence to the broad principle of cognitive compositionality and to the attentional control functions of frontal and parietal cortex. The key process, we propose, is one of splitting a complex whole into simple, separately attended parts. To contrast with influential views based on working memory or mental speed, we modified the matrix format to minimize working memory and speed demands. By constructing matrix items from multiple parts and allowing answers for each part to be drawn in turn, we removed the requirement to store intermediate results and finally synthesize into a single answer. We
also used both speeded and unspeeded task versions. Despite these modifications, performance remained very poor in participants with low fluid intelligence. Among the many errors made, the most common was choice of the wrong alternative value for a given part, implying confusion in solving this aspect of the problem. Such errors largely vanished, however, when the materials made it trivial to separate the overall problem into parts. Of course, such data do not show that working memory capacity and/ or speed make no significant contribution to fluid intelligence. Even when little remains in a matrix problem beyond the need to split it into easily solved parts, it appears still to capture the essence of traditional tests.

As addressed in the long history of symbolic artificial intelligence (e.g., ref. 22), splitting a problem into parts must be based on knowledge of the task domain, in the present case including knowledge of objects, matrices, task rules, and so on. Attentional focus must be achieved by using this knowledge to discover important parts of a problem, or component steps that move closer to the overall goal. In the present tasks, this would correspond to focus on useful component parts of the objects depicted in the matrix. Plausibly, knowledge is widely distributed in the brain, with frontoparietal control systems important in selecting and combining together the perceptual, memory, and action components of a current attentional episode (38).
Even the simplest tasks generally have some correlation with fluid intelligence, and in the current experiments, even performance in the separated condition correlated with the Culture Fair. This is the result we should expect, as even in simple tasks, attention must be focused on the right things at the right time, producing an appropriate mental control program. In a typical laboratory task, for example, components might include ensuring appropriate fixation and readiness before a stimulus is presented, performing whatever operations on that stimulus the task requires, monitoring response timing and accuracy, and so on. This universal requirement for building a complex whole from focused parts may be at least one major explanation for the finding of universal positive correlations between fluid intelligence and even simple tasks. As tasks become more complex, however, it is increasingly challenging to separate them into clearly focused parts. The best way to measure cognitive segmentation may be with complex, multistep behavior, such as the problem-solving of traditional fluid intelligence tests.

Cognitive segmentation implies focused attention on separate parts of a complex problem, and many observations support the central role of this process in effective thought and behavior. Classical accounts of frontal lobe damage, for example, emphasize disorganization in sequences of behavior, without a series of steps clearly leading to the goal (25). In plans for everyday activities, such as instructions for self-assembly furniture, much use is made of bullet points and similar devices to create a useful division into parts. In adults' interaction with young children, "scaffolding" of effective behavior is useful only when it divides complex tasks into simpler, manageable parts (39). More generally, "abstraction," long held to be a critical aspect of frontal lobe function (40), by definition involves focused attention just on some selected aspect of a complex whole, usually the aspect that is useful for some cognitive purpose. Cognition in general is organized in a structure of focused parts; as Lashley (41) foreshadowed, understanding such structure may be an essential step toward a "physiology of logic" (41, p. 122).

## Materials and Methods

## Experiment 1.

Participants. Forty participants (mean age, 57.3 y; range, 41-71 y; 25 female) were recruited from the volunteer panel of the MRC Cognition and Brain Sciences Unit. Participants gave informed, written consent and were reimbursed for their time. All procedures were carried out in accordance with ethical approval obtained from the Cambridge Psychology Research Ethics Committee.

Session. At the start of the session, participants completed the Culture Fair test of fluid intelligence, Scale 2 Form A. Where the participant had a Culture Fair score on record from within the last 5 y , the test was not readministered and the previous score was used. (For five participants, this resulted in missing data for analyses separating Culture Fair subtests, as the breakdown into subtests was not on record.) Scores were transformed to IQs using the published norms (5). The matrix task of Experiment 1 then followed two further tasks (not reported here). Matrix task. The main experiment used a set of 20 matrix problems, constructed according to the same principles as those shown in Fig. $2 A$ and $B$. For each problem, two versions were created: combined format (Fig. 2A) and separated format (Fig. 2B). In the combined format, objects in the matrix were constructed of three varying, spatially separate parts (e.g., Fig. $2 A$, line or curve on left, arrow on right, long vertical line). For one part (e.g., Fig. $2 A$, line/curve to left), the items in the upper row had one value (e.g., Fig. $2 A$, line), whereas the item in the lower left panel had a different value (e.g., Fig. 2A, curve). For a second part (e.g., Fig. $2 A$, arrow), the items in the left column had one value (e.g., Fig. $2 A$, rightpointing), whereas the item in the upper right panel had a different value (e.g., Fig. $2 A$, left-pointing). For the third part (e.g., Fig. $2 A$, long vertical line), the items in the top right and bottom left panels had one value (e.g., Fig. $2 A$, positioned to right), whereas the item in the top left panel had a different value (e.g., Fig. 2A, centered). Below the matrix was a single answer box, sometimes including a figure core that was common to all objects in the matrix (horizontal line in Fig. 2A), which served to facilitate drawing the answer for each part. The participant was encouraged to focus on each part in turn, drawing into the answer box the part that would correctly complete the matrix (e.g., Fig. 2A, correct parts curve on left, left-pointing arrow on right, centered vertical line).

The separated format was identical, except that now the three parts were presented in separate matrices (Fig. 2B). Again participants were encouraged to focus on each part (matrix) in turn, drawing the correct part into the single answer box.

Each problem was presented to the participant on a single sheet of A4 paper. For each problem, a maximum of 30 s was allowed for answers to be drawn. Participants were told that they did not need to draw carefully, only sufficiently well to indicate which alternative they intended. If they chose, participants were allowed to abandon a partial solution and draw a new answer box to start again, although still with a maximum of 30 s allowed from initial problem presentation.

Problems were divided into two sets of 10: sets A and B. Within each set, problems were presented one after the other, with the order of problems within the set fixed across participants. For half the participants, set $A$ was presented in combined format and set B in separated format; for remaining participants, this assignment was reversed. The order of sets $A$ and B, and the order of combined/separated conditions, were independently counterbalanced across participants.

For each set, in addition to the 10 main problems, two additional problems were created for instruction and practice. The first of these had only two varying parts; the second had three. At the start of each condition, participants were led through these two practice problems, focusing attention on each part in turn and requiring the answer to be derived and drawn before moving on to the next part. After this instruction phase, participants solved the 10 main problems on their own.

Each answer was scored as correct (all three parts correct) or wrong (parts incorrect or omitted). For rare ambiguous cases (e.g., correct and incorrect answers different in length, drawn answer intermediate), fixed criteria (e.g., length midway between the two alternatives) were used to determine the score given. An error in designing one problem in set B resulted in the possibility of two different answers, and performance much worse than for other problems. This item was accordingly discarded, and set B performance scored as proportion correct out of nine, rather than 10.

Experiment 2. Tasks were identical in Experiment 2, except that now answers were drawn using a stylus on a Dell Inspiron 137000 series 2-in-1 tablet PC, running Windows 10 . Outline response boxes and figure cores were provided as before. In addition to the response box, the screen had an "undo" button to delete the last stroke, a "reset" button to start again from scratch, and a "done" button to move on to the next matrix problem. Response strokes were recorded and timed using Matlab R2014a (The Mathworks Inc.) and Psychtoolbox-3 (42). Timing for each problem started when the done button was pressed, at which moment the next problem was revealed by the experimenter. Each problem was presented on a separate sheet of paper. There were 21 participants (mean age, 58.5 y ; range, 36-77 y; nine women), recruited as before. Task structure was as for Experiment 1. Subjects first completed the matrix task, followed by one further task (not reported here), and finally the Culture Fair as before.

Access to Data and Materials. Materials, code, and data are freely available from the authors on request. The full set of matrix problems is provided in Fig. S1.
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